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#### Abstract

Formulations of open physical systems within the framework of Non-Equilibrium Reversible/Irreversible Coupling (associated with the acronym "GENERIC") is related in this work with state-space realizations that are given as boundary port-Hamiltonian systems. This reformulation is carried out explicitly by splitting the dynamics of the system into a reversible contribution given by a Poisson bracket and an irreversible contribution given by a symmetric dissipation bracket, and is facilitated by the introduction of an exergy-like potential.
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## I. Introduction

For open physical systems not subject to dissipation, the extension of their Hamiltonian formulation in order to encompass port variables defined at the system boundary has led to the introduction of port-Hamiltonian systems defined with respect to Stokes-Dirac structures [14, 23]. For systems that include dissipative effects, boundary port-Hamiltonian realizations have been defined using an implicit formulation of dissipation [4, 12, 27].

Another approach combining Hamiltonian and gradient system descriptions involves introducing a double-bracket two-generator formalism and is based on the same geometric structure as metriplectic systems [6]. This formalism has been introduced in [8, 21], under the acronym GENERIC (General Equations for the Non-Equilibrium Reversible/Irreversible Coupling). In this formalism, the dynamics is split into a reversible contribution given by a Poisson bracket and an irreversible contribution given by a symmetric dissipation bracket. In [20] the GENERIC formalism was extended to open nonequilibrium thermodynamic systems, complementing the Poisson and dissipative brackets with boundary brackets.

In this paper, we relate these boundary brackets with pairs of conjugated port variables and show how the GENERIC

[^0]framework for open physical systems may be reformulated into a port-Hamiltonian framework.

The paper is organized as follows. In Section II we present the field and constitutive equations. A state-space formulation of these equations is given in Section III. A port-Hamiltonian reformulation is then presented in Section IV.

## II. Field- And Constitutive EQuations

The considerations in this work are restricted to standard Newtonian spacetime [22] of classical mechanics. We denote by $\mathbb{E}^{d}$ the $d$-dimensional Euclidean manifold [26], a real $d$-dimensional Riemannian manifold whose elements are points and whose tangent spaces are isomorphic to the $d$-dimensional Hilbert space $E_{d}$, called Euclidean space. We assume that the physical space, where the motion of the fluid takes place, is endowed with the geometric structure of the $d$ dimensional Euclidean manifold. Whenever convenient, the Euclidean manifold $\mathbb{E}^{d}$ is identified with $\mathbb{R}^{d}$.

The spatial domain $\Omega \subseteq \mathbb{R}^{d}$ is a non-empty open bounded and connected set with a boundary $\partial \Omega$ that is regular enough to guarantee the validity of the divergence theorem. The extensive quantities mass, linear momentum, and (internal) energy inside the spatial domain are monitored through the fields of their densities. The time evolution and spatial distribution of these fields are described by the following collection of field equations in divergence form

$$
\begin{align*}
& \partial_{t} \rho+\operatorname{div}(\rho v)=0  \tag{1a}\\
& \partial_{t}(\rho v)+\operatorname{div}(\rho v \otimes v)=\operatorname{div} \mathrm{T}  \tag{1b}\\
& \partial_{t}(\rho \epsilon)+\operatorname{div}(\rho \epsilon v)=-\operatorname{div} q+\mathrm{T}: \nabla v \tag{1c}
\end{align*}
$$

where $\rho$ is the field of the mass-density, $M=\rho v$ is the field of the linear momentum density, and $u=\rho \epsilon$ is the field of the internal energy density. The system of partial differential equations (1) is not a closed system and therefore must be supplemented by material specific closure relations called constitutive equations. In this work we restrict our considerations to linear irreversible thermodynamics and assume that the local equilibrium assumption of classical irreversible thermodynamics holds [15]. Since we are interested in a Navier-Stokes-Fourier fluid we choose the following closure relations for the stress tensor T , and the non-convective heat flux vector $q$ [18], formulated for the three-dimensional $(d=3)$ spatial domain

$$
\begin{align*}
\mathrm{T} & =-\mathrm{pI}+\left(\zeta-\frac{2}{3} \eta\right) \operatorname{div}(v) \mathrm{I}+\eta\left(\nabla v+\nabla v^{\top}\right)  \tag{2a}\\
q & =-\kappa \operatorname{grad} \theta \tag{2b}
\end{align*}
$$

The tensor $\mathrm{T}: \Omega \rightarrow \mathbb{R}_{\text {sym }}^{d \times d}$ is called the Cauchy stress tensor, the mapping $\nabla v: \Omega \rightarrow \mathbb{R}^{d \times d}$ is the spatial velocity gradient, the coefficients $\zeta$ and $\eta$ are bulk and dynamic viscosity, respectively, p is the thermodynamic equilibrium pressure, $\theta$ is the absolute temperature, and the coefficient $\kappa$ is the heat conductivity. The coefficients $\eta, \zeta$, and $\kappa$ will in general depend upon the temperature $\theta$ and the mass density $\rho$ and are defined to be nonnegative, $\kappa, \eta, \zeta \geq 0$ [18]. We denote by $\sigma$ the viscosity part of the stress tensor (2a) given by

$$
\begin{equation*}
\sigma:=\lambda \operatorname{div}(v) \mathrm{I}+\eta\left(\nabla v+\nabla v^{\top}\right) \tag{3}
\end{equation*}
$$

where we have defined $\lambda:=\zeta-\frac{2}{3} \eta$. Then $\mathrm{T}=-\mathrm{pI}+\sigma$, where I denotes the identity [1, p. 342].

We view the field equations (1) as describing state-space dynamics, taking then as macroscopic state variable the associated tuple of fields, viz. $(\rho, M, u)$.
Remark 1. The operation denoted by a colon in the term $\mathrm{T}: \nabla v$ appearing on the right-hand side of (1c) is called double contraction such that $\mathrm{T}: \nabla v \equiv \operatorname{tr}\left(\mathrm{~T} \cdot(\nabla v)^{\top}\right)$ for all $x \in \Omega$, where $\operatorname{tr}$ denotes the trace, defined as the contraction of a second order tensor, cf. [16, p. 69].

## III. State Space Formulation

In order to connect the extended GENERIC framework for open systems with the notion of dynamical systems viewed in a system theoretic sense, we reinterpret the timeevolution equation formulated in [20, Eq. 19]. Let $H$ and $S$ be two real-valued functionals defined on the state space and representing the total energy and entropy, respectively, of the system. Suppose $A$ is an arbitrary but fixed realvalued state-dependent functional defined on the state space. The resulting rewritten bracket formalism is given by the following evolution equation

$$
\begin{equation*}
\frac{\mathrm{d} A}{\mathrm{dt}}=\{A, H\}+[A, S]-\{A, H\}_{\mathrm{bound}}-[A, S]_{\mathrm{bound}} \tag{4}
\end{equation*}
$$

where $\{\cdot, \cdot\}$ is the full Poisson bracket, and $[\cdot, \cdot]$ is the full dissipation bracket of the GENERIC formalism [20]. For dynamical systems confined to a time-independent spatial domain $\Omega$ with boundary $\partial \Omega$ these two brackets are split into bulk and boundary contributions, viz.

$$
\begin{equation*}
\{A, B\}=\{A, B\}_{\text {bulk }}+\{A, B\}_{\text {bound }} \tag{5}
\end{equation*}
$$

with an analogous splitting for the dissipation bracket $[\cdot, \cdot]$. Note that the dynamics is described by the bulk related bracket

$$
\begin{equation*}
\{A, H\}_{\text {bulk }}=\{A, H\}-\{A, H\}_{\text {bound }} \tag{6}
\end{equation*}
$$

and there is a similar equation for the dissipation bracket. However, only the full brackets (5) have all properties known from the GENERIC formalism for isolated systems, i.e., constituting a Poisson and a dissipation bracket, respectively.

The right-hand side of (4) written by means of functional derivatives becomes

$$
\begin{align*}
\frac{\mathrm{d} A}{\mathrm{~d} t}= & \int_{\Omega} \frac{\delta A}{\delta z} \cdot\left(\mathfrak{J} \frac{\delta H}{\delta z}+\mathfrak{R} \frac{\delta S}{\delta z}\right) d x \\
& -\int_{\partial \Omega} \frac{\delta A}{\delta z} \cdot\left(\mathfrak{J}^{\partial} \frac{\delta H}{\delta z}+\mathfrak{R}^{\partial} \frac{\delta S}{\delta z}\right) d A . \tag{7}
\end{align*}
$$

The (local) functional derivative $\frac{\delta A(J)}{\delta J\left(x_{0}\right)}$ of a real-valued functional $A$ is also known as the (local) Volterra variational derivative and relates to the Gâteaux and Fréchet differentials. For details, see e.g. [1, p. 103 f.], and [9].
The reinterpretation of the GENERIC framework for open systems leads to the time evolution equation (7). Based on this observation we define a system of operator equations, which combines a Hamiltonian and a gradient system that interact with the environment in a system theoretic sense through boundary ports. All problems considered in this work are special cases of an abstract dynamical system represented by this system of operator equations, which has the following general form (for details see [17]):

$$
\begin{align*}
\dot{\boldsymbol{z}} & =\mathcal{J}(\boldsymbol{z}) \frac{\delta H}{\delta \boldsymbol{z}}(\boldsymbol{z})+\mathcal{R}(\boldsymbol{z}) \frac{\delta S}{\delta \boldsymbol{z}}(\boldsymbol{z})+\mathcal{B}(\boldsymbol{z}) \mathbf{u} & & \text { in } \mathcal{D}_{\boldsymbol{z}}^{*}  \tag{8a}\\
\mathbf{y}_{H} & =\mathcal{B}^{*}(\boldsymbol{z}) \frac{\delta H}{\delta \boldsymbol{z}}(\boldsymbol{z}) & & \text { in } \mathcal{D}_{\mathbf{u}}^{*}  \tag{8b}\\
\mathbf{y}_{S} & = & & \text { in } \mathcal{D}_{\mathbf{u}}^{*}
\end{align*}
$$

The state $\boldsymbol{z}$ evolves in the state space $\mathcal{D}_{\boldsymbol{z}}$, i.e. $\boldsymbol{z}: \mathbb{I} \rightarrow$ $\mathcal{D}_{\boldsymbol{z}}$, where the time interval $\mathbb{I}$ is a bounded interval of the real line. Let $H, S \in C^{\infty}\left(\mathcal{D}_{\boldsymbol{z}}\right)$ be the system's total energy and entropy, respectively. The state space $\mathcal{D}_{z}$ is a reflexive Banach space consisting of functions which map the domain $\Omega$ into $\mathbb{R}^{N}$. The linear bounded operators $\mathcal{J}(\boldsymbol{z})[\cdot], \mathcal{R}(\boldsymbol{z})[\cdot]: \mathcal{D}_{\boldsymbol{z}} \rightarrow \mathcal{D}_{\boldsymbol{z}}^{*}$ are related to the full Poisson operator $\mathfrak{J}(\boldsymbol{z})$ and the full dissipation operator $\mathfrak{R}(\boldsymbol{z})$ of the extended GENERIC formalism for open systems, which are linear spatial and, in general, unbounded operators [17]. We call the function $\mathbf{u}$ the combined input and assume that it maps the time interval into a reflexive space, $\mathbf{u}: \mathbb{I} \rightarrow \mathcal{D}_{\mathbf{u}}$. The operator $\mathcal{B}(\boldsymbol{z})[\cdot]: \mathcal{D}_{\mathbf{u}} \rightarrow \mathcal{D}_{\boldsymbol{z}}^{*}$ is related to both boundary operators of the GENERIC formalism for open systems, and $\mathcal{B}(\boldsymbol{z}) \mathbf{u} \in \mathcal{D}_{\boldsymbol{z}}^{*}$ combines the boundary contributions of the Hamiltonian and the gradient system. The combined input port $\mathbf{u}$ is complemented by two output ports $\mathbf{y}_{H}$ and $\mathbf{y}_{S}$, defined by the relations (8b) and (8c). Assume that the total functional derivatives $\frac{\delta H}{\delta z}$ and $\frac{\delta S}{\delta z}$ exist and are elements of $\mathcal{D}_{\boldsymbol{z}}$. The operators $\mathcal{J}(\boldsymbol{z})$ and $\mathcal{R}(\boldsymbol{z})$ have to be modeled in such a way that the following two non-interacting conditions are satisfied

$$
\begin{equation*}
\mathcal{J}(\boldsymbol{z}) \frac{\delta S}{\delta \boldsymbol{z}}(\boldsymbol{z})=0 \quad \text { and } \quad \mathcal{R}(\boldsymbol{z}) \frac{\delta H}{\delta \boldsymbol{z}}(\boldsymbol{z})=0 . \tag{9}
\end{equation*}
$$

Typically, the function spaces are chosen explicitly after the operators appearing in (8) are specified for the problem under consideration. In the following, the case of classical hydro-
dynamics is considered; the dynamical system represented by the field equations (1) is supplemented by the linear closure relations (2), cf. [20, Sec. III].

## A. Classical Hydrodynamics

Let the spatial domain $\Omega \subseteq \mathbb{R}^{3}$ be a nonempty open bounded and connected set with Lipschitz boundary [24, p. 232] that does not change in time. Let $W^{1, p}(\Omega), 1 \leq$ $p<\infty$, denote the Sobolev space of all real valued functions with weak derivative where the function and its derivative are measurable and integrable up to the power of $p$ and hence elements of $L^{p}(\Omega)$. We denote by $W^{1, p}(\Omega)^{*}$ the dual of $W^{1, p}(\Omega)$, for details see [2]. We write $W^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ for the space of mappings $f$ on $\Omega$ with values in $\mathbb{R}^{N}$ such that each component function of $f$ is in $W^{1, p}(\Omega)$. We write $W^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)^{*}$ for its dual space. We assume that $\mathcal{D}_{\boldsymbol{z}}$ is a closed subspace of $W^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$. The state variable of classical hydrodynamics is an abstract function of the form

$$
\boldsymbol{z}=\left[\begin{array}{lll}
\rho & M & u \tag{10}
\end{array}\right]^{\top}
$$

that maps the time interval $\mathbb{I}$ into $\mathcal{D}_{\boldsymbol{z}}:=W^{1,3}\left(\Omega ; \mathbb{R}^{N}\right)$, such that $\mathcal{D}_{\boldsymbol{z}} \ni \boldsymbol{z}_{t}=\left[z_{1}, \ldots, z_{N}\right]^{\top}$, with $N=5$. Note that in classical hydrodynamics the internal energy density $u$ is amongst the independent state variables and the entropy density $s$ is the thermodynamic potential field [21, Sec. II].

We have chosen $W^{1,3}(\Omega)$, since $v=M / \rho$ is an element of $L^{p}\left(\Omega ; \mathbb{R}^{3}\right)$ and its derivative, given by

$$
\nabla v=(\rho \nabla M-M \otimes \nabla \rho) / \rho^{2}
$$

is an element of $L^{p}\left(\Omega ; \mathbb{R}^{3 \times 3}\right)$ for all $p \in[1,3)$ by the continuous embedding of $W^{1,3}(\Omega)$ into $L^{q}(\Omega), 1 \leq q<\infty$, [2, Thm. 4.12]. Therefore the scalars $v \cdot v, M \cdot v, M \cdot M$ and the components of $v$ are also $W^{1,3}$-functions if one assumes the mass density $\rho$ and the linear momentum density $M$ to be slightly more regular.

The Hamiltonian $H$ is given by the physical energy function

$$
\begin{align*}
& H(\boldsymbol{z})=\int_{\Omega} h(\rho, M, u) d x \\
& h(\rho, M, u):=\frac{M \cdot M}{2 \rho}+u \tag{11}
\end{align*}
$$

and the total entropy $S$ (thermodynamic potential) is given by

$$
\begin{equation*}
S(\boldsymbol{z})=\int_{\Omega} s(\rho, u) d x \tag{12}
\end{equation*}
$$

The functional derivatives of $H$ and $S$ [20] are

$$
\frac{\delta H}{\delta \boldsymbol{z}}=\left[-\frac{v \cdot v}{2} \quad v \quad 1\right]^{\top} \text { and } \frac{\delta S}{\delta \boldsymbol{z}}=\left[\begin{array}{ccc}
-\frac{\mu}{\theta} & 0 & \frac{1}{\theta} \tag{13}
\end{array}\right]^{\top}
$$

We assume that the functional derivatives $\frac{\delta H}{\delta z}$ and $\frac{\delta S}{\delta z}$ are also elements of $\mathcal{D}_{\boldsymbol{z}}$. The chemical potential $\mu$ is related to the pressure via the thermodynamic constitutive relation

$$
\begin{equation*}
\mathrm{p}+u=\theta s+\rho \mu \tag{14}
\end{equation*}
$$

that holds under the local equilibrium assumption [5]. We assume that for smooth enough state variable $z$ both operators $\mathcal{J}(\boldsymbol{z})[\cdot], \mathcal{R}(\boldsymbol{z})[\cdot]: W^{1,3}\left(\Omega ; \mathbb{R}^{5}\right) \rightarrow W^{1,3}\left(\Omega ; \mathbb{R}^{5}\right)^{*}$ are continuous. The operator associated to the Hamiltonian part of the dynamics has the form

$$
\mathcal{J}(\boldsymbol{z})=\left[\begin{array}{ccc}
0 & \mathcal{J}_{\rho, M} & 0  \tag{15}\\
\mathcal{J}_{M, \rho} & \mathcal{J}_{M, M} & \mathcal{J}_{M, u} \\
0 & \mathcal{J}_{u, M} & 0
\end{array}\right]
$$

In the weak formulation, the operators occupying the entries of $\mathcal{J}(\boldsymbol{z})$ in (15) are defined implicitly through the relations

$$
\begin{array}{r}
\left\langle\varphi_{\rho}, \mathcal{J}_{\rho, M} \psi_{M}\right\rangle=-\left\langle\psi_{M}, \mathcal{J}_{M, \rho} \varphi_{\rho}\right\rangle=\int_{\Omega} \rho\left(\psi_{M} \cdot \nabla\right) \varphi_{\rho} d x \\
\left\langle\varphi_{M}, \mathcal{J}_{M, M} \psi_{M}\right\rangle=-\left\langle\psi_{M}, \mathcal{J}_{M, M} \varphi_{M}\right\rangle \\
=\int_{\Omega} M \cdot\left[\left(\psi_{M} \cdot \nabla\right) \varphi_{M}-\left(\varphi_{M} \cdot \nabla\right) \psi_{M}\right] d x \tag{17}
\end{array}
$$

$$
\begin{align*}
& \left\langle\varphi_{u}, \mathcal{J}_{u, M} \psi_{M}\right\rangle=-\left\langle\psi_{M}, \mathcal{J}_{M, u} \varphi_{u}\right\rangle \\
& =\int_{\Omega} u\left(\psi_{M} \cdot \nabla\right) \varphi_{u}+\left(\psi_{M} \cdot \nabla\right)\left(\varphi_{u} \mathrm{p}\right) d x \tag{18}
\end{align*}
$$

where $\varphi, \psi \in W^{1,3}\left(\Omega ; \mathbb{R}^{5}\right)$ are of the form $\left[\psi_{\rho} \psi_{M} \psi_{u}\right]$, respectively. Note that the test function associated with the linear momentum density $M$ is vector valued, $\psi_{M}: \Omega \rightarrow \mathbb{R}^{3}$.

The operator associated with the dissipative part of the dynamics has the form

$$
\mathcal{R}(\boldsymbol{z})=\left[\begin{array}{ccc}
0 & 0 & 0  \tag{19}\\
0 & \mathcal{R}_{M, M} & \mathcal{R}_{M, u} \\
0 & \mathcal{R}_{u, M} & \mathcal{R}_{u, u}
\end{array}\right]
$$

The operators contained within $\mathcal{R}(\boldsymbol{z})$ are defined through

$$
\begin{align*}
& \left\langle\varphi_{M}, \mathcal{R}_{M, M} \psi_{M}\right\rangle= \\
& \begin{array}{l}
\int_{\Omega} \frac{\eta \theta}{2}\left[\nabla \varphi_{M}\right. \\
\left.+\nabla \varphi_{M}^{\top}\right]:\left[\nabla \psi_{M}+\nabla \psi_{M}^{\top}\right] \\
\\
+\lambda \theta \operatorname{div}\left(\varphi_{M}\right) \operatorname{div}\left(\psi_{M}\right) d x
\end{array} \\
& \left\langle\varphi_{M}, \mathcal{R}_{M, u} \psi_{u}\right\rangle=\left\langle\psi_{u}, \mathcal{R}_{u, M} \varphi_{M}\right\rangle=  \tag{20}\\
& \int_{\Omega}-\frac{\eta \theta}{2}\left[\nabla \varphi_{M}+\nabla \varphi_{M}^{\top}\right]: \mathrm{D}+\frac{\lambda \theta}{2} \operatorname{div}\left(\varphi_{M}\right) \operatorname{tr}(\mathrm{D}) \psi_{u} d x
\end{align*}
$$

and

$$
\begin{align*}
& \left\langle\varphi_{u}, \mathcal{R}_{u, u} \psi_{u}\right\rangle= \\
& \int_{\Omega}\left(\frac{\eta \theta}{2} \mathrm{D}: \mathrm{D}+\frac{\lambda}{4} \operatorname{tr}(\mathrm{D})^{2}\right) \varphi_{u} \psi_{u}+\kappa \theta^{2} \nabla \varphi_{u} \cdot \nabla \psi_{u} d x \tag{22}
\end{align*}
$$

where $\mathrm{D}=\nabla v+\nabla v^{\top}$.
The operator $\mathcal{J}(\boldsymbol{z})$ of (15) is an everywhere-defined bounded linear operator on a real, reflexive Banach space on which one may observe $\langle\xi, \mathcal{J}(\boldsymbol{z}) \varphi\rangle=-\langle\varphi, \mathcal{J}(\boldsymbol{z}) \xi\rangle$, i.e. the operator is skew-adjoint $\mathcal{J}^{*}=-\mathcal{J}$. In a similar way, the dissipation operator $\mathcal{R}(\boldsymbol{z})$ of (19) is self-adjoint, i.e. $\mathcal{R}^{*}=\mathcal{R}$, and moreover, $\langle\xi, \mathcal{R}(\boldsymbol{z}) \xi\rangle \geq 0$ holds for all
$\xi \in W^{1,3}\left(\Omega ; \mathbb{R}^{5}\right)$. That is, the dissipation operator $\mathcal{R}(\boldsymbol{z})$ is both self-adjoint and semi-elliptic.

We now consider the boundary operators of (8), viz.

$$
\begin{equation*}
\mathcal{B}(\boldsymbol{z})[\cdot]: \mathcal{D}_{\mathbf{u}} \rightarrow \mathcal{D}_{\boldsymbol{z}}, \text { and } \mathcal{B}^{*}(\boldsymbol{z})[\cdot]: \mathcal{D}_{\boldsymbol{z}}^{*} \rightarrow \mathcal{D}_{\mathbf{u}}^{*} \tag{23}
\end{equation*}
$$

and specify the associated function spaces. The reflexive space $\mathcal{D}_{\mathbf{u}}$ and its dual are chosen as $\mathcal{D}_{\mathbf{u}}:=L^{q}\left(\partial \Omega ; \mathbb{R}^{5}\right)$ and $\mathcal{D}_{\mathbf{u}}^{*}:=L^{\tilde{q}}\left(\partial \Omega ; \mathbb{R}^{5}\right)$, with $1<q, \tilde{q}<\infty$ and $1=\frac{1}{q}+\frac{1}{\tilde{q}}$. For the concrete problem of classical hydrodynamics we define the operator $\mathcal{B}(\boldsymbol{z})[\cdot]: L^{2}\left(\partial \Omega ; \mathbb{R}^{5}\right) \rightarrow W^{1,3}\left(\Omega ; \mathbb{R}^{5}\right)^{*}$ through the pairing $\langle\cdot, \cdot\rangle: W^{1,3}\left(\Omega ; \mathbb{R}^{5}\right) \times W^{1,3}\left(\Omega ; \mathbb{R}^{5}\right)^{*} \rightarrow \mathbb{R}$ given by

$$
\begin{array}{r}
\langle\varphi, \mathcal{B}(\boldsymbol{z}) \mathbf{u}\rangle:=\int_{\partial \Omega}-\left[\varphi_{\rho} \rho \mathrm{u}_{1}-\varphi_{M} \cdot\left(\mathrm{u}_{[3: 5]}-M \mathrm{u}_{1}\right)\right. \\
\left.+\varphi_{u}\left([u+\mathrm{p}] \mathrm{u}_{1}+\mathrm{u}_{2}\right)\right] d A \tag{24}
\end{array}
$$

where the combined input port, $\mathbf{u}: \mathbb{I} \rightarrow L^{2}\left(\partial \Omega ; \mathbb{R}^{5}\right)$, for a fixed time parameter has the form $\mathbf{u}_{t}=\left[\mathrm{u}_{1}, \mathrm{u}_{2}, \mathrm{u}_{[3: 5]}\right]^{\top}$. It has components specified by the following block vector

$$
\mathbf{u}=\left[\begin{array}{lll}
\left.v\right|_{\partial \Omega} \cdot \nu & \left.q\right|_{\partial \Omega} \cdot \nu & \left.\sigma\right|_{\partial \Omega} \cdot \nu \tag{25}
\end{array}\right]^{\top}
$$

where $\nu$ is the function representing the unit normal vector. For smooth enough $\boldsymbol{z}$ the operator $\mathcal{B}(\boldsymbol{z})[\cdot]$ is assumed continuous. The adjoint $\mathcal{B}^{*}(\boldsymbol{z})[\cdot]: W^{1,3}\left(\Omega ; \mathbb{R}^{5}\right) \rightarrow L^{2}\left(\partial \Omega ; \mathbb{R}^{5}\right)$ is defined as that linear operator having the property

$$
\begin{equation*}
\langle\boldsymbol{\varphi}, \mathcal{B}(\boldsymbol{z}) \mathbf{u}\rangle=\left\langle\mathbf{u}, \mathcal{B}^{*}(\boldsymbol{z}) \boldsymbol{\varphi}\right\rangle \tag{26}
\end{equation*}
$$

where the pairing on the right side of (26) is the duality pairing $\langle\cdot, \cdot\rangle: L^{q}\left(\partial \Omega ; \mathbb{R}^{5}\right) \times L^{\tilde{q}}\left(\partial \Omega ; \mathbb{R}^{5}\right) \rightarrow \mathbb{R}$. Through these relations the output ports defined as $\mathbf{y}_{H}=\mathcal{B}^{*} \frac{\delta H}{\delta \boldsymbol{z}}$ and $\mathbf{y}_{S}=$ $\mathcal{B}^{*} \frac{\delta S}{\delta z}$ can be calculated. The output ports $\mathbf{y}_{H}$ and $\mathbf{y}_{S}$ at a fixed time parameter take the form $\mathbf{y}_{t}=\left[\mathrm{y}_{1}, \mathrm{y}_{2}, \mathrm{y}_{[3: 5]}\right]^{\top}$. The output port related to the change of the Hamiltonian is specified by

$$
\begin{equation*}
\mathbf{y}_{H}=\left[-\left.\left(\frac{M \cdot M}{2 \rho}+\mu \rho+\theta s\right)\right|_{\partial \Omega} \quad-\left.1 \quad v\right|_{\partial \Omega}\right]^{\top} \tag{27}
\end{equation*}
$$

and the output related to the change of the entropy by

$$
\mathbf{y}_{S}=\left[\begin{array}{ccc}
-\left.s\right|_{\partial \Omega} & -\left.\frac{1}{\theta}\right|_{\partial \Omega} & 0 \tag{28}
\end{array}\right]^{\top} .
$$

## B. Balance of Energy and Entropy

The mathematical model of classical hydrodynamics given as open infinite-dimensional nonlinear dissipative dynamical system in the operator setting (8) satisfies the first and second law of thermodynamics, i.e., the balance of energy and the entropy inequality which for isolated systems reduce to the conservation of energy and production of entropy. The time evolution of the Hamiltonian (11) is given by

$$
\begin{align*}
\frac{\mathrm{d} H}{\mathrm{~d} t} & =\left\langle\frac{\delta H}{\delta \boldsymbol{z}}, \dot{\boldsymbol{z}}\right\rangle \stackrel{(8 \mathrm{a})}{=}\left\langle\frac{\delta H}{\delta \boldsymbol{z}}, \mathcal{J} \frac{\delta H}{\delta \boldsymbol{z}}+\mathcal{R} \frac{\delta S}{\delta \boldsymbol{z}}+\mathcal{B} \mathbf{u}\right\rangle \\
& =\left\langle\frac{\delta H}{\delta \boldsymbol{z}}, \mathcal{J} \frac{\delta H}{\delta \boldsymbol{z}}\right\rangle+\left\langle\frac{\delta H}{\delta \boldsymbol{z}}, \mathcal{R} \frac{\delta S}{\delta \boldsymbol{z}}\right\rangle+\left\langle\frac{\delta H}{\delta \boldsymbol{z}}, \mathcal{B} \mathbf{u}\right\rangle \tag{29}
\end{align*}
$$

where the time-derivative of the state variable is understood in the weak sense, i.e. $\dot{\boldsymbol{z}}(t) \in \mathcal{D}_{\boldsymbol{z}}^{*}$ for almost every $t \in \mathbb{I}$ and $\|\dot{\boldsymbol{z}}\|_{\mathcal{D}_{z}^{*}}$ is at least an element of $L_{\text {loc }}^{1}(\mathbb{I})$, see [25, Ch. 23.5]. Since the operator $\mathcal{J}(\boldsymbol{z})$ is skew-adjoint, the balance equation (29) becomes

$$
\begin{aligned}
& \frac{\mathrm{d} H}{\mathrm{~d} t}=\left\langle\frac{\delta S}{\delta \boldsymbol{z}}, \mathcal{R} \frac{\delta H}{\delta \boldsymbol{z}}\right\rangle+\left\langle\frac{\delta H}{\delta \boldsymbol{z}}, \mathcal{B} \mathbf{u}\right\rangle \stackrel{(9)}{=}\left\langle\frac{\delta H}{\delta \boldsymbol{z}}, \mathcal{B} \mathbf{u}\right\rangle \\
= & -\int_{\partial \Omega} \nu \cdot\left[\left(\frac{M \cdot M}{2 \rho}+u+\mathrm{p}\right) v+q-\left(\sigma^{\top} \cdot v\right)\right] d A,(30
\end{aligned}
$$

where relations and definitions (13), (24), (25), (27) (14) and (3) have been used. The balance equation (30) corresponds to the integral total energy balance known from continuum physics and states that the energy of the system inside the spatial domain can only change due to convective and non-convective transport of energy over the boundary, cf. Equation (38) in [20]. Similarly, one shows that the total change of the entropy $S$ corresponds to the second law of thermodynamics that has the form of the entropy inequality (entropy balance). Therefore, we formulate the time change of the entropy functional $S$, given by (12), and obtain

$$
\begin{align*}
\frac{\mathrm{d} S}{\mathrm{~d} t} & =\left\langle\frac{\delta S}{\delta \boldsymbol{z}}, \dot{\boldsymbol{z}}\right\rangle \stackrel{(8 \mathrm{a})}{=}\left\langle\frac{\delta S}{\delta \boldsymbol{z}}, \mathcal{J} \frac{\delta H}{\delta \boldsymbol{z}}+\mathcal{R} \frac{\delta S}{\delta \boldsymbol{z}}+\mathcal{B} \mathbf{u}\right\rangle \\
& =-\left\langle\frac{\delta H}{\delta \boldsymbol{z}}, \mathcal{J} \frac{\delta S}{\delta \boldsymbol{z}}\right\rangle+\left\langle\frac{\delta S}{\delta \boldsymbol{z}}, \mathcal{R} \frac{\delta S}{\delta \boldsymbol{z}}\right\rangle+\left\langle\frac{\delta S}{\delta \boldsymbol{z}}, \mathcal{B} \mathbf{u}\right\rangle \\
& \stackrel{(9)}{=}\left\langle\frac{\delta S}{\delta \boldsymbol{z}}, \mathcal{R} \frac{\delta S}{\delta \boldsymbol{z}}\right\rangle+\left\langle\frac{\delta S}{\delta \boldsymbol{z}}, \mathcal{B} \mathbf{u}\right\rangle \tag{31}
\end{align*}
$$

Assuming the operator $\mathcal{R}$ to be self-adjoint and semi-elliptic, we obtain a lower bound for the change of entropy

$$
\begin{align*}
\frac{\mathrm{d} S}{\mathrm{~d} t} & =\left\langle\frac{\delta S}{\delta \boldsymbol{z}}, \mathcal{R} \frac{\delta S}{\delta \boldsymbol{z}}\right\rangle+\left\langle\frac{\delta S}{\delta \boldsymbol{z}}, \mathcal{B} \mathbf{u}\right\rangle \geq\left\langle\frac{\delta S}{\delta \boldsymbol{z}}, \mathcal{B} \mathbf{u}\right\rangle \\
& =-\int_{\partial \Omega} \nu \cdot\left[s v+\frac{1}{\theta} q\right] d A \tag{32}
\end{align*}
$$

Equation (32) is the entropy balance law formulated for hydrodynamics of open systems, cf. Equation (39) in [20]. The energy balance (29) and entropy balance (31) expressed with the combined input $\mathbf{u}$ and the corresponding output ports $\mathbf{y}_{H}$ and $\mathbf{y}_{S}$ can be written as

$$
\begin{equation*}
\frac{\mathrm{d} H}{\mathrm{~d} t}=\left\langle\mathbf{y}_{H}, \mathbf{u}\right\rangle \quad \text { and } \quad \frac{\mathrm{d} S}{\mathrm{~d} t} \geq\left\langle\mathbf{y}_{S}, \mathbf{u}\right\rangle . \tag{33}
\end{equation*}
$$

In this section the functionals and operators of (8) for classical hydrodynamics have been presented. The resulting state space framework encodes a weak formulation of the non-linear field equations (1) and complementary closure relations (2), as is shown by way of a simplified example in the upcoming section.

## IV. Relation to port-Hamiltonian Systems

We proceed to use the mathematical model of classical hydrodynamics, as given in the operator setting (8) that we specified in Section III-A, in order to formulate a dissipative dynamical system that may be seen as representing a gener-
alized port-Hamiltonian system. For the sake of simplicity, viscosity-induced dissipation is neglected.

## A. Exergy-like generating functional

By means of the energy and entropy functional introduced in Section III-A we define an exergy-like [3] energy functional $\mathcal{E} \in C^{\infty}\left(\mathcal{D}_{\boldsymbol{z}}\right)$ by

$$
\begin{equation*}
\mathcal{E}:=H-\mathcal{S} \text { with } \mathcal{S}:=\tau_{\circ}^{-1} S \tag{34}
\end{equation*}
$$

The functionals $H$ and $S$ are the Hamiltonian and the total entropy given by (11) and (12), respectively. The term $\tau_{\circ}:=\left(1 / \theta_{\circ}\right) \in \mathbb{R}_{\geq 0}$ is a scalar quantity representing a fixed reciprocal reference temperature value. Assume that for a smooth enough fixed state, $\boldsymbol{z} \in \mathcal{D}_{\boldsymbol{z}}$, the total functional derivative of the functional $\mathcal{E}(\boldsymbol{z})(34)$ exists and is an element of $\mathcal{D}_{\boldsymbol{z}}$. Then it will be uniquely determined and satisfy

$$
\begin{equation*}
\frac{\delta \mathcal{E}}{\delta \boldsymbol{z}}=\frac{\delta H}{\delta \boldsymbol{z}}-\frac{\delta \mathcal{S}}{\delta \boldsymbol{z}} \tag{35}
\end{equation*}
$$

By means of the partial functional derivatives of the Hamiltonian $H$ and the total entropy $S$, given in (13), the partial functional derivatives of $\mathcal{E}(\boldsymbol{z})$ can be calculated.

Now consider the dissipation operator $\mathcal{R}$ (19) and its component operators defined via (20), (21), and (22). By setting the bulk and dynamic viscosity coefficients to zero, $\eta=\zeta=0$, the first Lamé parameter vanishes identically, $\lambda=\zeta-\frac{2}{3} \eta=0$. This results in the simplified operator

$$
\mathcal{R}(\boldsymbol{z})=\left[\begin{array}{ccc}
0 & 0 & 0  \tag{36}\\
0 & 0 & 0 \\
0 & 0 & \mathcal{R}_{u, u}
\end{array}\right]
$$

containing a single non-vanishing component-operator, $\mathcal{R}_{u, u}$, defined implicitly via

$$
\begin{equation*}
\left\langle\varphi_{u}, \mathcal{R}_{u, u} \psi_{u}\right\rangle=\int_{\Omega} \kappa \theta^{2} \nabla \varphi_{u} \cdot \nabla \psi_{u} d x \tag{37}
\end{equation*}
$$

In [7] it was observed that many dissipation operators $\mathfrak{R}$ of the original GENERIC framework can be expressed in the factorized form $\mathfrak{R}=\mathfrak{C} \mathfrak{D} \mathfrak{C}^{*}$. Motivated by this idea we multiply the dissipation operator (36) by the scalar $\tau_{\circ}$ and assume that the resulting operator can be factorized as

$$
\begin{equation*}
\tau_{\circ} \mathcal{R}=\mathcal{C D} \mathcal{C}^{*} \tag{38}
\end{equation*}
$$

The operator $\mathcal{C}(\boldsymbol{z})$ at the right-hand side of (38) has the form

$$
\mathcal{C}(\boldsymbol{z})=\left[\begin{array}{ccc}
0 & 0 & 0  \tag{39}\\
0 & 0 & 0 \\
0 & 0 & \mathcal{C}_{u, u}
\end{array}\right]
$$

where $\mathcal{C}_{u, u}[\cdot]: L^{\frac{3}{2}}\left(\Omega, \mathbb{R}^{d}\right) \rightarrow W^{1,3}(\Omega, \mathbb{R})^{*}$ is defined via

$$
\begin{equation*}
\left\langle\phi, \mathcal{C}_{u, u} \psi\right\rangle=\int_{\Omega} \nabla \phi \cdot \psi d x \tag{40}
\end{equation*}
$$

Significantly, the operator $\mathcal{C}(\boldsymbol{z})$ is self-adjoint, $\mathcal{C}=\mathcal{C}^{*}$, i.e. one may observe $\left\langle\phi, \mathcal{C}_{u, u} \psi\right\rangle=\left\langle\psi, \mathcal{C}_{u, u} \phi\right\rangle$. The operator $\mathcal{D}$
of the factorization (38) is of the form

$$
\mathcal{D}(\boldsymbol{z})=\left[\begin{array}{ccc}
0 & 0 & 0  \tag{41}\\
0 & 0 & 0 \\
0 & 0 & \mathcal{D}_{u, u}
\end{array}\right]
$$

where $\mathcal{D}_{u, u}(\boldsymbol{z})[\cdot]: L^{\frac{3}{2}}\left(\Omega, \mathbb{R}^{d}\right)^{*} \rightarrow L^{\frac{3}{2}}\left(\Omega, \mathbb{R}^{d}\right)$ is defined via

$$
\begin{equation*}
\left\langle\xi, \mathcal{D}_{u, u} \varphi\right\rangle=\int_{\Omega} \kappa \frac{\tau_{\circ}}{\tau^{2}} \varphi \cdot \xi d x \tag{42}
\end{equation*}
$$

One may observe that $\mathcal{D}(\boldsymbol{z})$ is also self-adjoint, $\mathcal{D}=\mathcal{D}^{*}$. Since the reciprocal absolute temperature $\tau=1 / \theta$ takes nonnegative values and the heat-conductivity $\kappa$ is nonnegative, we have $\left(\tau_{\circ} / \tau^{2}\right) \kappa \geq 0$, such that $\langle\xi, \mathcal{D}(\boldsymbol{z}) \xi\rangle \geq 0$ for all $\xi \in L^{\frac{3}{2}}\left(\Omega, \mathbb{R}^{d}\right)^{*}$. Therefore the operator $\mathcal{D}(\boldsymbol{z})$ is both, selfadjoint and semi-elliptic. The operator $\mathcal{C}^{*}(\boldsymbol{z})$ has the form

$$
\mathcal{C}^{*}(\boldsymbol{z})=\left[\begin{array}{ccc}
0 & 0 & 0  \tag{43}\\
0 & 0 & 0 \\
0 & 0 & \mathcal{C}_{u, u}^{*}
\end{array}\right]
$$

where $\mathcal{C}_{u, u}^{*}[\cdot]: W^{1,3}(\Omega, \mathbb{R}) \rightarrow L^{\frac{3}{2}}\left(\Omega, \mathbb{R}^{d}\right)^{*}$ is defined via

$$
\begin{equation*}
\left\langle\tilde{\phi}, \mathcal{C}_{u, u}^{*} \tilde{\psi}\right\rangle=\int_{\Omega} \nabla \tilde{\psi} \cdot \tilde{\phi} d x \tag{44}
\end{equation*}
$$

Since according (13) we have $\frac{\delta H}{\delta u_{\sim}}=1$, the operator $\mathcal{C}^{*}(\boldsymbol{z})$ satisfies $\left\langle\tilde{\phi}, \mathcal{C}^{*}(\boldsymbol{z}) \frac{\delta H}{\delta \boldsymbol{z}}\right\rangle=0$ for all $\tilde{\phi} \in L^{\frac{3}{2}}\left(\Omega, \mathbb{R}^{d}\right)$. This leads to the following non-interacting condition, cf. [19, p. 68]

$$
\begin{equation*}
\mathcal{C}^{*}(\boldsymbol{z}) \frac{\delta H}{\delta \boldsymbol{z}}(\boldsymbol{z})=0 \tag{45}
\end{equation*}
$$

Under the assumption that condition (45) holds, we obtain

$$
\begin{equation*}
\left(\mathcal{C D C}{ }^{*}\right)(\boldsymbol{z}) \frac{\delta \mathcal{E}}{\delta \boldsymbol{z}}(\boldsymbol{z}) \stackrel{(35)}{=}-\left(\mathcal{C D} \mathcal{C}^{*}\right)(\boldsymbol{z}) \frac{\delta \mathcal{S}}{\delta \boldsymbol{z}}(\boldsymbol{z}) \tag{46}
\end{equation*}
$$

Furthermore, from the non-interacting condition (9) of the Poisson operator $\mathcal{J}$ we obtain

$$
\begin{equation*}
\mathcal{J}(\boldsymbol{z}) \frac{\delta \mathcal{E}}{\delta \boldsymbol{z}}(\boldsymbol{z})=\mathcal{J}(\boldsymbol{z}) \frac{\delta H}{\delta \boldsymbol{z}}(\boldsymbol{z}) \tag{47}
\end{equation*}
$$

Following [10] and restricted to linear irreversible thermodynamics, we assume that general thermodynamic forces, $F_{\text {orce }}$, and general thermodynamic fluxes, $F_{\text {lux }}$, are related through an operator equation having the form

$$
\begin{equation*}
F_{\text {lux }}=\mathfrak{D} F_{\text {orce }} \tag{48}
\end{equation*}
$$

For heat-conduction, the left-hand side of Equation (48) reflects the non-convective heat flux, $F_{\text {lux }} \equiv q$. By choosing $F_{\text {orce }}=\operatorname{grad} \theta^{-1}$ and $\mathfrak{D}=\tau_{\circ}^{-1} \mathcal{D}_{u, u}$, where $\mathcal{D}_{u, u}$ is the operator (41), equation (48) turns into the law of Fourier (2b),
We use relation (48) as orientation and consequently define the dimensionless thermodynamic force

$$
\begin{equation*}
F_{\text {orce }}:=-\mathcal{C}^{*}(\boldsymbol{z}) \frac{\delta \mathcal{E}}{\delta \boldsymbol{z}}(\boldsymbol{z}) \stackrel{(45)}{=} \mathcal{C}^{*}(\boldsymbol{z}) \frac{\delta \mathcal{S}}{\delta \boldsymbol{z}}(\boldsymbol{z}) \tag{49}
\end{equation*}
$$

The right-hand side of (49) may be thought of as the dimensionless analogue to the thermodynamic force, which drives
the non-convective heat flux $q$. In accordance to equation (48) we use (49) to define the thermodynamic flux

$$
\begin{equation*}
F_{\mathrm{lux}}:=-\mathcal{D C}^{*}(\boldsymbol{z}) \frac{\delta \mathcal{E}}{\delta \boldsymbol{z}}(\boldsymbol{z}) \stackrel{(46)}{=} \mathcal{D} \mathcal{C}^{*}(\boldsymbol{z}) \frac{\delta \mathcal{S}}{\delta \boldsymbol{z}}(\boldsymbol{z}) \tag{50}
\end{equation*}
$$

Note that although $F_{\text {orce }}$ as defined in (49) results in a dimensionless reciprocal temperature gradient given by $\mathcal{C}_{u, u}^{*} \frac{\delta \mathcal{S}}{\delta u}(\boldsymbol{z})$, the corresponding flux $F_{\text {lux }}$ formulated according to (50) is still the heat flux $q$. This is because of the scalar $\tau_{\circ}$ contained in the component-operator $\mathcal{D}_{u, u}$.

Next, we introduce one single output port, denoted by $\mathbf{y}_{\mathcal{E}}$, understood as the output of the dynamical system whose dynamics is generated by means of the exergy-like energy functional $\mathcal{E}(\boldsymbol{z})$. For this we use the definitions of the output ports, $\mathbf{y}_{H}$ and $\mathbf{y}_{S}$, which were introduced in Section III as part of the abstract operator representation of the extended GENERIC formalism for open systems (8). In accordance to (8b) and (8c) we define $\mathbf{y}_{\mathcal{E}}:=\mathcal{B}^{*}(\boldsymbol{z}) \frac{\delta \mathcal{E}}{\delta \boldsymbol{z}}(\boldsymbol{z})$ such that

$$
\begin{align*}
& \mathbf{y}_{\mathcal{E}}=\mathcal{B}^{*}(\boldsymbol{z}) \frac{\delta \mathcal{E}}{\delta \boldsymbol{z}}(\boldsymbol{z}) \stackrel{(35)}{=} \mathcal{B}^{*}(\boldsymbol{z})\left[\frac{\delta H}{\delta \boldsymbol{z}}(\boldsymbol{z})-\frac{\delta \mathcal{S}}{\delta \boldsymbol{z}}(\boldsymbol{z})\right] \\
& \stackrel{(34)}{=} \mathcal{B}^{*}(\boldsymbol{z})\left[\frac{\delta H}{\delta \boldsymbol{z}}(\boldsymbol{z})-\tau_{\circ}^{-1} \frac{\delta S}{\delta \boldsymbol{z}}(\boldsymbol{z})\right]=\mathbf{y}_{H}-\tau_{\circ}^{-1} \mathbf{y}_{S} . \tag{51}
\end{align*}
$$

We define the output port $\mathbf{y}_{\mathcal{S}}:=\tau_{\circ}^{-1} \mathbf{y}_{S}$ and write (51) as

$$
\begin{equation*}
\mathbf{y}_{\mathcal{E}}=\mathbf{y}_{H}-\mathbf{y}_{\mathcal{S}} . \tag{52}
\end{equation*}
$$

## B. Port-Hamiltonian systems in input-output representations

Let the energy functional $\mathcal{E} \in C^{\infty}\left(\mathcal{D}_{\boldsymbol{z}}\right)$ be given by (34) and the operators $\mathcal{J}(\boldsymbol{z})[\cdot],\left(\mathcal{C D} \mathcal{C}^{*}\right)(\boldsymbol{z})[\cdot]: \mathcal{D}_{\boldsymbol{z}} \rightarrow \mathcal{D}_{\boldsymbol{z}}^{*}$ defined as in (15) and (36), respectively. Assume that the combined input function $\mathbf{u}: \mathbb{I} \rightarrow \mathcal{D}_{\mathbf{u}}, t \mapsto \mathbf{u}_{t}=\left[\mathrm{u}_{1}, \mathrm{u}_{2}, \mathrm{u}_{[3: 5]}\right]^{\top}$ is identical with (25), except that $\mathrm{u}_{[3: 5]}=0$. Let the output function $y_{\mathcal{E}}$ be defined through relation (51). Then the system of operator equations (8) can be rewritten as

$$
\begin{align*}
\dot{\boldsymbol{z}} & =\left[\mathcal{J}(\boldsymbol{z})-\left(\mathcal{C D} \mathcal{C}^{*}\right)(\boldsymbol{z})\right] \frac{\delta \mathcal{E}}{\delta \boldsymbol{z}}(\boldsymbol{z})+\mathcal{B}(\boldsymbol{z}) \mathbf{u} & & \text { in } \mathcal{D}_{\boldsymbol{z}}^{*}  \tag{53a}\\
\mathbf{y}_{\mathcal{E}} & =\mathcal{B}^{*}(\boldsymbol{z}) \frac{\delta \mathcal{E}}{\delta \boldsymbol{z}}(\boldsymbol{z}) & & \text { in } \mathcal{D}_{\mathbf{u}}^{*} \tag{53b}
\end{align*}
$$

The system (53) represents an infinite-dimensional nonlinear dissipative dynamical system given in the form of a combined Hamiltonian and a gradient system. Note that the operator $\mathcal{J}(\boldsymbol{z})$ in (53a), which is specified in (15), via duality pairing induces a bracket that is identical with the full Poisson bracket of the GENERIC formulation of classical hydrodynamics, cf. Equation (29) in [20]. In other words, the bracket defined by $\{A, B\}(\boldsymbol{z}):=\left\langle\frac{\delta A}{\delta \boldsymbol{z}}, \mathcal{J}(\boldsymbol{z}) \frac{\delta B}{\delta \boldsymbol{z}}\right\rangle$ for arbitrary $A, B \in C^{\infty}\left(\mathcal{D}_{\boldsymbol{z}}\right)$ and $\boldsymbol{z} \in \mathcal{D}_{\boldsymbol{z}}$, constitutes a Poisson bracket. Hence, it is anti-symmetric and satisfies both the Leibniz rule and the Jacobi identity.

The balance law for the exergy-like energy functional $\mathcal{E}(\boldsymbol{z})$ (34) takes the form of a balance inequality. Under the assumption that the system under consideration is given as abstract dynamical system represented by the dissipative port-

Hamiltonian system (53), the following inequality holds

$$
\begin{align*}
& \frac{\mathrm{d} \mathcal{E}}{\mathrm{~d} t}=\left\langle\frac{\delta \mathcal{E}}{\delta \boldsymbol{z}}, \dot{\boldsymbol{z}}\right\rangle \stackrel{(53 \mathrm{a})}{=}\left\langle\frac{\delta \mathcal{E}}{\delta \boldsymbol{z}},\left[\mathcal{J}-\mathcal{C D} \mathcal{C}^{*}\right] \frac{\delta \mathcal{E}}{\delta \boldsymbol{z}}+\mathcal{B} \mathbf{u}\right\rangle \\
& \quad \stackrel{(53 \mathrm{~b})}{=}-\left\langle\frac{\delta \mathcal{E}}{\delta \boldsymbol{z}}, \mathcal{C D \mathcal { C } ^ { * }} \frac{\delta \mathcal{E}}{\delta \boldsymbol{z}}\right\rangle+\left\langle\mathbf{y}_{\mathcal{E}}, \mathbf{u}\right\rangle \leq\left\langle\mathbf{y}_{\mathcal{E}}, \mathbf{u}\right\rangle \tag{54}
\end{align*}
$$

Similar to suggestions made in [23, 27], and used in the applications of $[4,12]$, the system (53) may be extended so as to give it the appearance of a skew-symmetric operator

$$
\left[\begin{array}{c}
\dot{\boldsymbol{z}}  \tag{55}\\
F_{\text {orce }} \\
-\mathbf{y}_{\mathcal{E}}
\end{array}\right]=\left[\begin{array}{ccc}
\mathcal{J}(\boldsymbol{z}) & \mathcal{C}(\boldsymbol{z}) & \mathcal{B}(\boldsymbol{z}) \\
-\mathcal{C}^{*}(\boldsymbol{z}) & 0 & 0 \\
-\mathcal{B}^{*}(\boldsymbol{z}) & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\delta_{\boldsymbol{z}} \mathcal{E} \\
F_{\mathrm{lux}} \\
\mathbf{u}
\end{array}\right]
$$

where relation (48) between the flux and the force variables has been used. We suggest that the extended skew-adjoint operator in (55) generates a Dirac structure on the product spaces of the Banach spaces on which the variables are defined, in the sense of $[11,13]$. Thereby the system (55) with (48) may be interpreted as a dissipative port-Hamiltonian system in descriptor form.

## C. Heat conducting inviscid compressible fluid

Let $H$ be the Hamiltonian (11) and $S$ the total entropy (12). Define the functional $\mathcal{S}(\boldsymbol{z})=\int_{\Omega} \tilde{s}(\rho, u) d x$ with the density

$$
\begin{equation*}
\tilde{s}(\rho, u):=\tau_{\circ}^{-1} s(\rho, u) \tag{56}
\end{equation*}
$$

where $s(\rho, u)$ is the entropy density in (12). Relation (14) expressed with density $\tilde{s}$ becomes

$$
\begin{equation*}
\mathrm{p}+u=\frac{\tau_{\circ}}{\tau} \tilde{s}+\rho \mu \tag{57}
\end{equation*}
$$

Using $H$ and $\mathcal{S}$, the energy functional $\mathcal{E} \in C^{\infty}\left(\mathcal{D}_{\boldsymbol{z}}\right)$ can be formulated in accordance to (34) such that

$$
\begin{align*}
& \mathcal{E}(\boldsymbol{z})=\int_{\Omega} e(\rho, M, u) d x  \tag{58}\\
& e(\rho, M, u):=h(\rho, M, u)-\tilde{s}(\rho, u) \tag{59}
\end{align*}
$$

where the density $h$ is given in (11). Then the total functional derivative of $\mathcal{E}(\boldsymbol{z})$ is given by

$$
\left.\begin{array}{rl}
\frac{\delta \mathcal{E}}{\delta \boldsymbol{z}} & =\left[\begin{array}{lll}
\frac{\delta \mathcal{E}}{\delta \rho} & \frac{\delta \mathcal{E}}{\delta M} & \frac{\delta \mathcal{E}}{\delta u}
\end{array}\right]^{\top} \\
& =\left[-\frac{v \cdot v}{2}+\frac{\tau \mu}{\tau_{\circ}}\right. \tag{60}
\end{array} \sqrt{v} \quad 1-\frac{\tau}{\tau_{\circ}}\right]^{\top} .
$$

The output port $\mathbf{y}_{\mathcal{E}}$ can be constructed according (52). The input port $\mathbf{u}$ in (53a) is identical with (25), a mapping of the form $\mathbf{u}: \mathbb{I} \rightarrow L^{2}\left(\partial \Omega ; \mathbb{R}^{5}\right), t \mapsto \mathbf{u}_{t}=\left[\mathrm{u}_{1}, \mathrm{u}_{2}, \mathrm{u}_{[3: 5]}\right]^{\top}$. The components of the input and output ports are specified by the following block vectors

$$
\left.\begin{array}{rl}
\mathbf{u} & =\left[\begin{array}{lll}
\left.v\right|_{\partial \Omega} \cdot \nu & \left.F_{\mathrm{lux}}\right|_{\partial \Omega} \cdot \nu & 0
\end{array}\right]^{\top} \\
\mathbf{y}_{\mathcal{E}} & =\left[\left.\begin{array}{ll}
-\left.\left(\frac{M \cdot M}{2 \rho}+u+\mathrm{p}-\tilde{s}\right)\right|_{\partial \Omega} & \left.\frac{\tau}{\tau_{\circ}}\right|_{\partial \Omega}-1
\end{array} \quad v\right|_{\partial \Omega}\right. \tag{62}
\end{array}\right]^{\top} .(\mathrm{\epsilon} .
$$

The boundary operator $\mathcal{B}(\boldsymbol{z})[\cdot]: \mathcal{D}_{\mathbf{u}} \rightarrow \mathcal{D}_{\boldsymbol{z}}$, and its adjoint $\mathcal{B}^{*}(\boldsymbol{z})[\cdot]: \mathcal{D}_{\boldsymbol{z}}^{*} \rightarrow \mathcal{D}_{\mathbf{u}}^{*}$ are identical with the corresponding boundary operators introduced in Section III-A. Since we have neglected viscosity-related dissipation, the pairing $\langle\cdot, \cdot\rangle: W^{1,3}\left(\Omega ; \mathbb{R}^{5}\right) \times W^{1,3}\left(\Omega ; \mathbb{R}^{5}\right)^{*} \rightarrow \mathbb{R}$ specified in (24) can be written as

$$
\begin{align*}
& \quad\langle\psi, \mathcal{B}(\boldsymbol{z}) \mathbf{u}\rangle= \\
& -\int_{\partial \Omega}\left[\left(\psi_{\rho} \rho+\psi_{M} \cdot M\right) \mathrm{u}_{1}+\psi_{u}\left([u+\mathrm{p}] \mathrm{u}_{1}+\mathrm{u}_{2}\right)\right] d A \tag{63}
\end{align*}
$$

The right-hand side of (54) can be calculated using the input $\mathbf{u}$ and output $\mathbf{y}_{\mathcal{E}}$ as specified in (61) and (62), respectively.

$$
\begin{align*}
& \langle\mathbf{y} \mathcal{E}, \mathbf{u}\rangle= \\
& -\int_{\partial \Omega} \nu \cdot\left[\left(\frac{M \cdot M}{2 \rho}+u+\mathrm{p}-\tilde{s}\right) v-\frac{\tau-\tau_{\circ}}{\tau_{\circ}} F_{\mathrm{lux}}\right] d A . \tag{64}
\end{align*}
$$

Equation (64) is an upper bound for the change of the system total exergy-like energy $\mathcal{E}$. The first term in the integrand on the right-hand side of (64) is the convective flux of "exergy", while the second term represents the non-convective flux, that vanishes for $\tau=\tau_{\circ}$. Note also that the term

$$
\begin{equation*}
\left\langle\frac{\delta \mathcal{E}}{\delta \boldsymbol{z}}, \mathcal{C D C}{ }^{*} \frac{\delta \mathcal{E}}{\delta \boldsymbol{z}}\right\rangle=\int_{\Omega} \kappa \frac{\tau_{\circ}}{\tau^{2}} \nabla\left(\frac{\tau}{\tau_{\circ}}\right) \cdot \nabla\left(\frac{\tau}{\tau_{\circ}}\right) d x \tag{65}
\end{equation*}
$$

on the right-hand side of energy balance (54) vanishes for $\tau_{\circ}=\tau$, and with (64) it follows that then balance equation (54) takes the form

$$
\begin{equation*}
\frac{\mathrm{d} \mathcal{E}}{\mathrm{~d} t}=-\int_{\partial \Omega} \nu \cdot\left[\left(\frac{M \cdot M}{2 \rho}+u+\mathrm{p}-\tilde{s}\right) v\right] d A . \tag{66}
\end{equation*}
$$

The field equations for the heat-conducting inviscid compressible fluid are obtained if balance laws (1) are combined with the simplified closure relation for the stress tensor

$$
\begin{equation*}
\mathrm{T}=-\mathrm{pI} \tag{67}
\end{equation*}
$$

The closure relation (67) is obtained from (2a) by setting the bulk and dynamic viscosity coefficient to zero, $\eta=\zeta=$ 0 , from which it follows that the viscosity part (3) of the stress tensor T vanishes identically, $\sigma \equiv 0$. The resulting field equations are

$$
\begin{align*}
& \partial_{t} \rho+\operatorname{div}(\rho v)=0  \tag{68a}\\
& \partial_{t}(\rho v)+\operatorname{div}(\rho v \otimes v)=-\operatorname{grad} \mathrm{p}  \tag{68b}\\
& \partial_{t}(\rho \epsilon)+\operatorname{div}(\rho \epsilon v)=-\operatorname{div} q-\mathrm{p} \operatorname{div} v \tag{68c}
\end{align*}
$$

We show that the system of operator equations (53) encodes the system (68) in weak form, by taking the example of field equation (68c). For this we define the functional

$$
\begin{equation*}
F(\boldsymbol{z}):=\int_{\Omega} \phi(x) u(x) d x \quad \text { with } \quad \phi \in C^{\infty}(\bar{\Omega}) \tag{69}
\end{equation*}
$$

Then the total functional derivative of $F(\boldsymbol{z})$ is given by

$$
\frac{\delta F}{\delta \boldsymbol{z}}=\left[\begin{array}{lll}
\frac{\delta F}{\delta \rho} & \frac{\delta F}{\delta M} & \frac{\delta F}{\delta u}
\end{array}\right]^{\top}=\left[\begin{array}{lll}
0 & 0 & \phi \tag{70}
\end{array}\right]^{\top}
$$

The time evolution of the functional $F$ is described by

$$
\begin{align*}
\frac{\mathrm{d} F}{\mathrm{~d} t} & =\left\langle\frac{\delta F}{\delta \boldsymbol{z}}, \dot{\boldsymbol{z}}\right\rangle \stackrel{(53 \mathrm{a})}{=}\left\langle\frac{\delta F}{\delta \boldsymbol{z}},\left[\mathcal{J}-\mathcal{C} \mathcal{C C}^{*}\right] \frac{\delta \mathcal{E}}{\delta \boldsymbol{z}}+\mathcal{B} \mathbf{u}\right\rangle \\
& =\left\langle\frac{\delta F}{\delta \boldsymbol{z}}, \mathcal{J} \frac{\delta \mathcal{E}}{\delta \boldsymbol{z}}\right\rangle-\left\langle\frac{\delta F}{\delta \boldsymbol{z}}, \mathcal{C D C} \mathcal{C}^{*} \frac{\delta \mathcal{E}}{\delta \boldsymbol{z}}\right\rangle+\left\langle\frac{\delta F}{\delta \boldsymbol{z}}, \mathcal{B} \mathbf{u}\right\rangle . \tag{71}
\end{align*}
$$

We consider the terms on the right-hand side of (71) separately. The first term is rewritten such that

$$
\begin{align*}
& \quad\left\langle\frac{\delta F}{\delta \boldsymbol{z}}, \mathcal{J} \frac{\delta \mathcal{E}}{\delta \boldsymbol{z}}\right\rangle \stackrel{(15)}{=}\left\langle\frac{\delta F}{\delta u}, \mathcal{J}_{u, M} \frac{\delta \mathcal{E}}{\delta M}\right\rangle \\
& \stackrel{(18)}{=} \int_{\Omega} u\left(\frac{\delta \mathcal{E}}{\delta M} \cdot \nabla\right) \frac{\delta F}{\delta u}+\left(\frac{\delta \mathcal{E}}{\delta M} \cdot \nabla\right)\left(\frac{\delta F}{\delta u} \mathrm{p}\right) d x \\
& \stackrel{\text { i.b.p. }}{=}(60) \\
& \quad-\int_{\Omega} \frac{\delta F}{\delta u}[\operatorname{div}(u v)+\mathrm{p} \operatorname{div} v] d x  \tag{72}\\
& \quad+\int_{\partial \Omega} \frac{\delta F}{\delta u}[u+\mathrm{p}] v \cdot \nu d A
\end{align*}
$$

where we have used (18) followed by partial integration. Also, we used the relation $\frac{\delta \mathcal{E}}{\delta M}=v$, contained in the block vector (60). For the second term one obtains

$$
\begin{align*}
& -\left\langle\frac{\delta F}{\delta \boldsymbol{z}}, \mathcal{C D} \mathcal{C}^{*} \frac{\delta \mathcal{E}}{\delta \boldsymbol{z}}\right\rangle \stackrel{(50)}{=}\left\langle\frac{\delta F}{\delta \boldsymbol{z}}, \mathcal{C} F_{\text {lux }}\right\rangle=\left\langle\mathcal{C}^{*} \frac{\delta F}{\delta \boldsymbol{z}}, F_{\text {lux }}\right\rangle \\
& \stackrel{(44)}{=} \int_{\Omega} \nabla \frac{\delta F}{\delta u} \cdot F_{\text {lux }} d x \stackrel{\text { i.b.p. }}{=}-\int_{\Omega} \frac{\delta F}{\delta u} \operatorname{div}\left(F_{\text {lux }}\right) d x \\
& \quad+\int_{\partial \Omega} \frac{\delta F}{\delta u} F_{\text {lux }} \cdot \nu d A \tag{73}
\end{align*}
$$

where $F_{\text {lux }}$ is defined in Equation (50). In our simplified setting, this is identical with the non-convective heat-flux vector $q$. The boundary contributions are reflected in the last term on the right-hand side of (71), given by

$$
\begin{equation*}
\left\langle\frac{\delta F}{\delta \boldsymbol{z}}, \mathcal{B} \mathbf{u}\right\rangle \stackrel{(63)}{=}-\int_{\partial \Omega} \frac{\delta F}{\delta u}\left([u+\mathrm{p}] v+F_{\mathrm{lux}}\right) \cdot \nu d A \tag{74}
\end{equation*}
$$

Expressing the terms on the right-hand side of time evolution equation (71) through (72), (73) and (74), results in

$$
\begin{equation*}
\frac{\mathrm{d} F}{\mathrm{~d} t}=-\int_{\Omega} \frac{\delta F}{\delta u}\left[\operatorname{div}(u v)+\mathrm{p} \operatorname{div} v+\operatorname{div}\left(F_{\mathrm{lux}}\right)\right] d x . \tag{75}
\end{equation*}
$$

On the other hand, the time evolution of $F$ can also be calculated via

$$
\begin{equation*}
\frac{\mathrm{d} F}{\mathrm{~d} t}=\int_{\Omega} \frac{\delta F}{\delta \boldsymbol{z}} \cdot \frac{\partial \boldsymbol{z}}{\partial t} d x \stackrel{(70)}{=} \int_{\Omega} \frac{\delta F}{\delta u} \frac{\partial u}{\partial t} d x \tag{76}
\end{equation*}
$$

Combining (75) with (76) and using (70), we obtain

$$
\begin{align*}
& 0=\int_{\Omega} \frac{\delta F}{\delta u}\left[\operatorname{div}(u v)+\mathrm{p} \operatorname{div} v+\operatorname{div}\left(F_{\mathrm{lux}}\right)+\partial_{t} u\right] d x \\
& \stackrel{(70)}{=} \int_{\Omega} \phi\left[\operatorname{div}(u v)+\mathrm{p} \operatorname{div} v+\operatorname{div}\left(F_{\mathrm{lux}}\right)+\partial_{t} u\right] d x \tag{77}
\end{align*}
$$

and since $\phi \in C^{\infty}(\bar{\Omega})$ is arbitrary, this gives

$$
\begin{equation*}
\partial_{t} u+\operatorname{div}(u v)=-\operatorname{div}\left(F_{\mathrm{lux}}\right)-\mathrm{p} \operatorname{div} v \tag{78}
\end{equation*}
$$

where $F_{\text {lux }}$ is the non-convective heat flux vector, $F_{\text {lux }}=q$.

## V. Conclusion

We have been able to rewrite the state space model of classical hydrodynamics from its representation in the GENERIC framework for open systems into a representation that may be seen as representing a generalized port-Hamiltonian system. The resulting single generator infinite dimensional state space representation is modeled with the same operators that are used in the original GENERIC formulation of classical hydrodynamics. This was achieved through the introduction of an exergy-like energy functional as a generating potential which allowed us to chose the internal energy density as one of the independent state variables. The skew-adjoint structure operator and self-adjoint dissipation operator of the resulting single generator state space representation satisfy crucial degeneracy requirements with respect to the total functional derivative of the exergy-like energy functional, which are inherited from the non-interacting conditions in the original GENERIC formulation.

Through a factorization of the dissipation operator we have been able to set up an extended skew-adjoint operator which is conjectured to define a Dirac structure. This is a focus of ongoing work.
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