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I. INTRODUCTION

Linear quantum stochastic systems, or open quantum harmonic oscillators (OQHOs) [13], are the principal models in linear quantum systems theory [39]. Open quantum systems interact with the environment, which may include other quantum systems, external quantum fields and classical systems, such as measurement devices. In the case of OQHOs, the energetics of this interaction is specified by quadratic Hamiltonians and linear system-field coupling operators with respect to dynamic variables, which are operators on an underlying Hilbert space (for example, the quantum mechanical positions and momenta, or the annihilation and creation operators [25], [27], [43]). The dynamics of these system variables are modelled by Hudson-Parthasarathy quantum stochastic differential equations (QSDEs) [16], [18], [33], [36] which are linear in the case of OQHOs. The QSDEs are driven by quantum Wiener processes, which act on a symmetric Fock space [33], [35] and represent external bosonic fields (such as quantized electromagnetic radiation). Despite certain parallels between the quantum and classical linear SDEs, the noncommutative nature of the quantum variables (and the quantum probabilistic description [17], [28] of their statistical properties) leads to nontrivial quantum control and filtering problems for OQHOs (see, for example, [2], [3], [5], [6], [12], [20], [21], [23], [30], [49], [50], [55], [58]).

These problems are concerned with achieving a certain dynamic behavior for quantum plants of interest by using measurement-based feedback with classical controllers and filters or coherent (measurement-free) feedback in the form of direct or field-mediated connections [57] with other quantum systems, constituting a quantum feedback network [15], [22]. Quantum control and filtering applications aim to exploit quantum-mechanical resources for artificially engineered systems, for example, using nonclassical light-matter interaction at atomic scales [53] for quantum optical computing [29].

In addition to qualitative specifications (such as stability), the performance criteria employ optimality considerations in the form of cost functionals to be minimized. This approach is used in quantum linear quadratic Gaussian (LQG) control [12], [26], [30], which, similarly to its classical predecessors [1], [24], is concerned with mean square values of the system variables (whose averaged values are also considered in quantum $H_\infty$-control settings [23]). Quantum LQG control admits a guaranteed-cost version [44] with an extension to non-quadratic cost functionals for nonlinear QSDEs [38]. These settings take into account the presence of unmodelled uncertainties in the quantum dynamics (such as deviations of state-space matrices from their nominal values or sector-bounded nonlinearities [42]) and lead to upper bounds (and their minimization) for the worst-case values of the costs over the class of uncertain system dynamics. The cost functionals in these approaches are formulated in terms of the second or higher-order moments of the system variables at one instant in time (or the integrals of the one-point moments over bounded time intervals in finite-horizon settings [48]).

The quantum risk-sensitive performance criterion [20], [21] (see also [9], [56]), which was used previously for measurement-based quantum control and filtering problems, differs qualitatively from the cost functionals mentioned above. Being a weighted mean square value of the time-ordered exponential for an operator differential equation (ODE), it involves higher-order moments of the system variables at different instants. Since multi-point quantum states of noncommuting system variables do not reduce to classical joint probability distributions (even in the Gaussian case [8], [34]), the quantum risk-sensitive cost is also different from its classical predecessors [4], [19], [54]. The general structure of the classical risk-sensitive performance criteria has recently been used in a quadratic-exponential functional (QEF) [51]. This is an alternative version of the original quantum risk-sensitive cost and is organized as the exponential moment of the integral of a quadratic form of the system variables.
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over a bounded time interval. Both functionals impose an exponential penalty on the system variables, which is controlled by a risk-sensitivity parameter, and their computation and minimization (especially in the coherent quantum control setting mentioned above) are challenging problems. Their practical significance lies in potentially more conservative quantum dynamics secured by risk-sensitive controllers and filters. In fact, the minimization of the QEF cost leads to Cramer type upper bounds [51] for the exponential decay in the tail distribution for the corresponding quadratic functional of the quantum system variables in the spirit of the large deviations theory [10], [46].

In the present paper, we obtain an integro-differential equation for the original quantum risk-sensitive cost functional and compare it with the evolution of the QEF studied in [51]. This comparison shows that the ODE for the original functional can be “adjusted” so as to reproduce the QEF, and thus the latter belongs to the wider class of quantum risk-sensitive costs of [20], [21]. As shown in [51], the asymptotic growth rate of the QEF lends itself to successive computation (in terms of cumulants for multi-point Gaussian quantum states) for stable OQHOs driven by vacuum fields [33]. Although the QEF is associated with a specific system-field state, it gives rise to guaranteed upper bounds for the worst-case value of the corresponding quadratic cost when the actual state may differ from its nominal model. The “size” of this quantum statistical uncertainty is measured by the quantum relative entropy of the actual system-field state with respect to the nominal one. The quantum robust performance estimates are based substantially on the results of [20], [56] (and also references therein) and correspond to the connections between risk-sensitive control and minimax LQG control for classical systems with a relative entropy description of statistical uncertainty in the driving noise [11], [37], [40], [41].

The paper is organised as follows. Section II specifies the original quantum risk-sensitive cost functional and its quadratic-exponential counterpart. Section III compares the evolution equations for these functionals in the framework of OQHO dynamics. Section IV relates the QEF to the worst-case value of the quadratic cost over the class of uncertain system-field states with a given quantum relative entropy threshold. Section V specifies the robust performance estimates for stable OQHOs. Section VI provides concluding remarks. Proofs are given in the full version of this paper in [52].

II. QUANTUM RISK-SENSITIVE COST FUNCTIONALS

We consider an open quantum system with an even number of dynamic variables $X_1, \ldots, X_n$ (for example, pairs of conjugate quantum mechanical positions and momenta [43]). These system variables are time-varying self-adjoint operators on a complex separable Hilbert space $\mathcal{H}$ (or a dense domain thereof). For what follows, they are assembled into the vector

$$X := \begin{bmatrix} X_1 \\ \vdots \\ X_n \end{bmatrix}$$

(vectors are organised as columns unless specified otherwise, and the time argument is often omitted for brevity). The statistical properties of the system variables depend on a density operator (quantum state) $\rho$ which is a positive semi-definite self-adjoint operator on $\mathcal{H}$ with unit trace $\text{Tr}\rho = 1$. The quantum state gives rise to the quantum expectation

$$E_\xi := \text{Tr}(\rho \xi)$$

of a quantum variable $\xi$ on the underlying space $\mathcal{H}$. In accordance with the fact that a self-adjoint quantum variable $\xi = \xi^\dagger$ represents a real-valued physical quantity, its averaging leads to a real mean value: $E_\xi \in \mathbb{R}$. Furthermore, if $\xi$ is positive semi-definite, then $E_\xi = \text{Tr}(\eta \eta^\dagger) \geq 0$, where $\eta := \sqrt{\rho} \sqrt{\xi}$ is an auxiliary quantum variable (not necessarily self-adjoint) which uses positive semi-definite square roots of such operators.

Moderate mean square values $E(X_\xi^2)$ of the system variables in (1) may be required for well-posedness of the system (for example, from energy considerations or in order to keep the system in the range where its linearised model is satisfactory). Their large values can be penalised by cost functionals similar to those in classical LQG and risk-sensitive control [1], [4], [19], [54]. However, the quantum setting is complicated by the fact that the system variables do not commute with each other, and this is taken into account in the quantum counterparts of the conventional performance criteria.

The quantum risk-sensitive cost functional, proposed in [20], [21], employs an auxiliary quantum process which is defined as the solution of the operator differential equation

$$\dot{R}_\theta(t) = \theta \frac{1}{2} C(t) R(t), \quad t \geq 0. \quad (3)$$

Here, $\dot{} := \partial_t(\cdot)$ denotes the time derivative, $\theta \geq 0$ is a parameter, whose role is clarified below, and $C(t)$ is a time-dependent positive semi-definite self-adjoint quantum variable which can be a function of the current system variables (or their past history over the time interval $[0,t]$ in a more general case). Assuming that the initial condition for the equation (3) is the identity operator (that is, $R_\theta(0) = I$), its fundamental solution is given by the (leftward) time ordered exponential

$$R_\theta(t) = \hat{\exp}\left(\frac{\theta}{2} \int_0^t C(s) ds\right). \quad (4)$$

Although $R_\theta(t)$ involves exponentiation of the system operators and its averaging imposes a penalty on their exponential moments, $R_\theta(t)$ is, in general, a non-Hermitian operator with a complex mean value. Since real-valued costs are convenient for comparison (the set of reals is linearly ordered), a weighted mean square value of the quantum process $R_\theta$ is considered:

$$E_\theta(t) := E\left(R_\theta(t)^\dagger e^{\theta \mathcal{H}(t)} R_\theta(t)\right), \quad (5)$$
Here, $T(t)$ is a positive semi-definite self-adjoint operator whose role is similar to that of the terminal cost (on the time interval $[0, t]$) in classical control problems. For simplicity, this additional cost will not be included in what follows, so that $T(t) = 0$, and (5) takes the form

$$E_\theta(t) = \mathbb{E}(R_\theta(t)^\dagger R_\theta(t)).$$

(6)

If the quantum variables $C(s)$ commuted with each other for all $0 \leq s \leq t$, then (5) would reduce to

$$E_\theta(t) = \mathbb{E}e^{\theta \int_0^t C(s) ds},$$

(7)

which is organised as the classical exponential-of-integral performance criteria [4, 19, 54], with $\theta$ being the risk-sensitivity parameter. The latter should be small enough in order for the exponential moments to be finite (otherwise, $E_\theta(t) = +\infty$). Moreover, in the noncommutative quantum setting, the right-hand side of (7) provides an alternative to the original quantum risk-sensitive cost functional defined by (4) and (6). Its quadratic-exponential counterpart, considered recently in [51], is given by

$$\Xi_\theta(t) := \mathbb{E}e^{\theta \varphi(t)}$$

(8)

where $\varphi$ is a quantum process defined for any time $t \geq 0$ as the integral of a quadratic function $\psi$ of the system variables in (1) over the time interval $[0, t]$:

$$\varphi(t) := \int_0^t \psi(s) ds,$$

(9)

$$\psi(s) := \chi(s)^\dagger \Pi \chi(s).$$

(10)

Here, the transpose $(\cdot)^\dagger$ applies to vectors and matrices of operators as if their entries were scalars, and $\Pi$ is a real positive semi-definite symmetric matrix of order $n$ (the dependence of $\Xi_\theta(t)$ on $\Pi$ is omitted for brevity). Accordingly, $\varphi(t)$ and $\psi(t)$ are positive semi-definite self-adjoint operators on the underlying Hilbert space $\mathcal{H}$, which follows from the representation

$$\psi = \zeta^\dagger \zeta = \sum_{k=1}^n \zeta_k^2$$

(11)

in terms of the auxiliary self-adjoint quantum variables constituting the vector

$$\zeta := \begin{bmatrix} \zeta_1 \\
\vdots \\
\zeta_n \end{bmatrix} := \sqrt{\Pi} \chi.$$

(12)

The risk-sensitive cost $E_\theta$, given by (4) and (6), and its quadratic-exponential counterpart $\Xi_\theta$ in (8)–(10) have a similar asymptotic behaviour for small values of $\theta$ in the sense that

$$\lim_{\theta \rightarrow 0^+} \left( \frac{1}{\theta} \ln E_\theta(t) \right) = \int_0^t \mathbb{E}C(s) ds,$$

(13)

$$\lim_{\theta \rightarrow 0^+} \left( \frac{1}{\theta} \ln \Xi_\theta(t) \right) = \int_0^t \mathbb{E}\psi(s) ds$$

(14)

under suitable integrability conditions. Moreover, they are identical for any $\theta \geq 0$ in the classical case if $C = \psi$.

However, these performance indices are different in the noncommutative quantum setting because of the discrepancy between the time-ordered exponential and the usual operator exponential. In particular, the QEF $\Xi_\theta(t)$ in (8) is the moment-generating function (and $\ln \Xi_\theta(t)$ in (14) is the cumulant-generating function) for the classical probability distribution (the averaged spectral measure [17]) of the self-adjoint quantum variable $\varphi(t)$ at a given instant $t \geq 0$. In contrast to $\Xi_\theta(t)$, the quantity $E_\theta(t)$ in (6) (whose logarithm is present in (13)), does not lend itself (as a function of $\theta$) to a similar association with the probability distribution of a single quantum variable.

III. RELATIONS BETWEEN THE FUNCTIONALS

We will now consider the time evolution of the original risk-sensitive cost functional. To this end, we associate the following modified density operator

$$r_{\theta,t} := \frac{1}{E_\theta(t)} R_\theta(t) \rho R_\theta(t)^\dagger$$

(15)

with the quantum state $\rho$ in (2). The property that $r_{\theta,t}$ is a density operator is ensured by its self-adjointness, positive semi-definiteness and the unit trace property

$$\text{Tr} r_{\theta,t} = \frac{1}{E_\theta(t)} \text{Tr}(R_\theta(t) \rho R_\theta(t)^\dagger)$$

$$= \frac{1}{E_\theta(t)} \text{Tr}(\rho R_\theta(t)^\dagger R_\theta(t))$$

$$= \frac{1}{E_\theta(t)} \mathbb{E}(R_\theta(t)^\dagger R_\theta(t)) = 1$$

in view of (6). The quantum expectation over the modified density operator $r_{\theta,t}$ in (15) takes the form

$$E_{\theta,t}[\xi] := \text{Tr}(r_{\theta,t}\xi)$$

$$= \frac{1}{E_\theta(t)} \text{Tr}(R_\theta(t) \rho R_\theta(t)^\dagger \xi)$$

$$= \frac{1}{E_\theta(t)} \mathbb{E}(R_\theta(t)^\dagger R_\theta(t)) \xi.$$  

(16)

If $\theta = 0$, then (3) implies that the exponential in (4) reduces to $R_0(t) = \mathcal{F}_\delta$, and hence, $E_0(t) = 1$ in view of (6). In this limiting case, the definitions (15) and (16) yield the original quantum state $r_{t,0} = \rho$ and the original expectation $E_{\theta,t} = \mathbb{E}$ in (2).

Theorem 1: The quantum risk-sensitive cost functional $E_\theta(t)$, given by (4) and (6), satisfies the integro-differential equation

$$\left( \ln E_\theta(t) \right)' = \theta E_{\theta,t} C(t).$$

(17)

where $E_{\theta,t}$ is the modified quantum expectation given by (16).

Note that Theorem 1, which is a direct corollary of the ODE (3), does not use specific assumptions on the dynamics and the commutation structure of the system variables themselves. However, the time evolution of the QEF [51] depends on a more detailed description of the quantum dynamics. To
this end, we assume that the system variables satisfy the Weyl CCRs whose infinitesimal Heisenberg form is 
\[ [X, X^T] := [X_j, X_k^T]_{1 \leq j, k \leq n} = XX^T - (XX^T)^T = 2\Theta \otimes \mathcal{S}_\Theta \]  
(18)
(on a dense domain in \( S \)). Here, \( i := \sqrt{-1} \) is the imaginary unit, \( [\alpha, \beta] := \alpha\beta - \beta\alpha \) is the commutator of linear operators, \( \Theta := (\theta_{jk})_{1 \leq j, k \leq n} \) is a nonsingular real antisymmetric matrix of order \( n \), and \( \otimes \) is the tensor product. In what follows, the matrix \( \Theta \otimes \mathcal{S}_\Theta = (\theta_{jk}\mathcal{S}_\Theta)_{1 \leq j, k \leq n} \) in (18) is identified with \( \Theta \). Furthermore, the system variables are assumed to be governed by a linear quantum stochastic differential equation (QSDE)
\[ dX = AX dt + BdW, \]  
(19)
where \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times m} \) are constant matrices whose structure is clarified below. This QSDE is driven by the vector
\[ W := \begin{bmatrix} W_1 \\ \vdots \\ W_m \end{bmatrix} \]
of an even number \( m \) of quantum Wiener processes \( W_1, \ldots, W_m \) which are time-varying self-adjoint operators on a symmetric Fock space \( \mathfrak{F} \) [33], [35]. These operators represent the external bosonic fields and have a complex positive semi-definite Hermitian Ito matrix \( \Omega \in \mathbb{C}^{m \times m} \):
\[ dw dW^T = \Omega dt, \quad \Omega := I_m + ij, \]  
(20)
where \( I_m \) is the identity matrix of order \( m \). The imaginary part
\[ J := \begin{bmatrix} 0 & I_m/2 \\ -I_m/2 & 0 \end{bmatrix} \]  
(21)
of \( \Omega \) is an orthogonal real antisymmetric matrix of order \( m \) (so that \( J = -I_m \)), which specifies CCRs for the quantum Wiener processes as \( dw dW^T = 2iJ dt \). The state-space matrices \( A \) and \( B \) in (19) are not arbitrary and satisfy the algebraic equation
\[ A\Theta + \Theta A^T + BJ B^T = 0, \]  
(22)
which is part of the physical realizability conditions [23], [45] and is closely related to the preservation of the CCRs (18) in time. The matrix pairs \((A, B)\) satisfying (22) are parameterized as
\[ A = 2\Theta(K + M^T J M), \quad B = 2\Theta M^T \]  
(23)
in terms of matrices \( K = K^T \in \mathbb{R}^{n \times n} \) and \( M \in \mathbb{R}^{m \times n} \), which specify the system Hamiltonian \( \frac{1}{2}X^T K X \) and the vector \( MX \) of system-field coupling operators. The relations (18)–(23) describe an open quantum harmonic oscillator (OQHO) whose internal dynamics is affected by the interaction with the external bosonic fields. Accordingly, the tensor-product system-field Hilbert space is given by
\[ \mathcal{F} := \mathcal{F}_0 \otimes \mathfrak{F}, \]  
(24)
where \( \mathcal{F}_0 \) is a Hilbert space for the action of the initial system variables \( X_1(0), \ldots, X_n(0) \). Also, the system-field density operator \( \rho \) in (2) is also assumed to have a tensor-product structure:
\[ \rho := \rho_0 \otimes \nu, \]  
(25)
where \( \rho_0 \) is the initial system state on \( \mathcal{F}_0 \) in (24), and the fields are in the vacuum state \( \nu \) [18], [33]. The CCRs (18), which are concerned with one point in time, extend to different moments of time as
\[ [X(s), X(t)]^T = 2i\Lambda(s-t), \quad s, t \geq 0, \]  
(26)
where
\[ \Lambda(\tau) = \begin{cases} e^{iT\Theta} & \text{if } \tau \geq 0 \\ \Theta e^{-T\Theta} & \text{if } \tau < 0 \end{cases} \]  
(27)
is the two-point CCR matrix of the system variables, with \( \Lambda(0) = \Theta \). Now, the formulation of the following theorem also uses a time-varying change of the density operator in (2):
\[ \rho_{\Theta, t} := \frac{1}{\Xi_{\Theta}(t)} S_{\Theta}(t) \rho \Xi_{\Theta}(t), \]  
(28)
where
\[ S_{\Theta}(t) := e^{\frac{2}{\theta} \phi(t)} \]  
(29)
is the positive definite self-adjoint square root of the operator \( e^{\theta \phi(t)} \). This quantum state transformation resembles (15), except that the left and right factors in (28) are identical self-adjoint operators, and the normalization employs the QEF from (8) instead of (6). The quantum expectation over the density operator \( \rho_{\Theta, t} \) in (28) is computed as
\[ \mathbf{E}_{\Theta, t} \xi := \frac{1}{\Xi_{\Theta}(t)} \mathbf{E}(S_{\Theta}(t) \xi S_{\Theta}(t)). \]  
(30)
Similarly to (15) and (16), the definitions (28) and (30) reproduce the original density operator \( \rho_{\Theta, t} = \rho \) and the original expectation \( \mathbf{E}_{\Theta} = \mathbf{E} \) in the case \( \theta = 0 \). We will now provide a relevant part of [51, Theorem 1].

**Theorem 2:** The QEF \( \Xi_{\Theta}(t) \) in (8), associated with the OQHO in (18)–(23), satisfies the integro-differential equation
\[ \langle \ln \Xi_{\Theta}(t) \rangle = \theta \mathbf{E}_{\Theta, t} \Psi_{\Theta}(t), \]  
(31)
where \( \mathbf{E}_{\Theta, t} \Psi_{\Theta}(t) \) is the modified quantum expectation given by (30). Here,
\[ \Psi_{\Theta}(t) := \psi(t) + \frac{\theta}{2} \left( \Re \left( X(t)^T \int_0^t \alpha_{\Theta, t}(\sigma) X(\sigma) d\sigma \right) + \int_{[0,t]^2} X(\sigma)^T \beta_{\Theta, t}(\sigma, \tau) X(\tau) d\sigma d\tau \right) \]  
(32)
is a time-varying self-adjoint operator which is a quadratic function of the past history of the system variables, with \( \psi \) given by (10), and the real part \( \Re(\cdot) \) extended to operators as \( \Re \xi := \frac{1}{2} (\xi + \xi^T) \). Also, the functions \( \alpha_{\Theta, t} : [0, t] \rightarrow \mathbb{R}^{n \times n} \) and \( \beta_{\Theta, t} : [0, t]^2 \rightarrow \mathbb{R}^{n \times n} \) are related to the two-point CCR matrix \( \Lambda \) of the system variables in (26) and (27) as described in [51, Theorem 1 and Lemma 2].

\[ \]
The proof of Theorem 2, given in [51], is based substantially on the relation
\[
(e^{\theta \psi(t)})' = \theta S_\theta(t) \Psi_\theta(t) S_\theta(t),
\]
which is obtained by using (29) and the fact that quadratic functions of quantum variables, satisfying CCRs, form a Lie algebra with respect to the commutator (see, for example, [51, Appendix A] and references therein). This plays its role in combination with the property that both \(\phi(t)\) in (9) and its time derivative \(\psi(t) = \phi'(t)\) in (10) are quadratic functions of the system variables (on the time interval \([0, t]\)) which satisfy the CCRs (26).

Since, in general, \([\phi(t), \psi(t)] \neq 0\) (that is, \(\phi(t)\) and \(\psi(t)\) do not commute), the self-adjoint quantum variable \(\Psi_\theta(t)\) in (31) and (32) is not necessarily positive semi-definite in contrast to \(C(t)\) in (17). Despite these discrepancies, the quantum risk-sensitive and quadratic-exponential functionals can be reconciled by an appropriate choice of the process \(C\) which drives (3) and (4) (with the condition \(C(t) = 0\) being omitted).

**Theorem 3:** Suppose the quantum process \(C\) in (3) is related to \(\Psi_\theta\) in (32) by
\[
C(t) = V_\theta(t) \Psi_\theta(t) V_\theta(t)^\dagger,
\]
for all \(t \geq 0\), where
\[
V_\theta(t) := R_\theta(t) S_\theta(t)^{-1}
\]
is a time-varying operator defined in terms of (4) and (29). Then the original quantum risk-sensitive cost functional \(E_\theta(t)\) in (6) reproduces its quadratic-exponential counterpart \(\Xi_\theta(t)\) in (8), with the operator \(V_\theta(t)\) remaining unitary for all \(t \geq 0\).

The operator \(C(t)\), specified by Theorem 3, is unitarily equivalent to \(\Psi_\theta(t)\). Furthermore, by substituting (33) and (34) into (3), it follows that the corresponding process \(R_\theta\) is governed by
\[
\dot{R}_\theta(t) = \frac{\theta}{2} \left[ R_\theta(t) S_\theta(t)^{-1} \Psi_\theta(t) S_\theta(t)^{-1} R_\theta(t) \right] R_\theta(t) = \frac{\theta}{2} R_\theta(t) S_\theta(t)^{-1} \Psi_\theta(t) S_\theta(t),
\]
which is a linear ODE despite the quadratic dependence of \(C\) on \(R_\theta\). This reduction in (35) holds due to the relation \(R_\theta(t)^2 R_\theta(t) = e^{\theta \phi(t)}\) (in the framework of Theorem 3) and the square root property \(e^{\theta \phi(t)} = S_\theta(t)^2\).

**IV. ENTROPY THEORETIC UNCERTAINTIES IN QUANTUM STATES**

For any time horizon \(t > 0\), let \(\rho_t\) denote the system-field quantum state over the time interval \([0, t]\). In accordance with (25), the nominal state is organised as
\[
\hat{\rho}_t := \rho_0 \otimes \nu_t,
\]
where \(\nu_t\) is the vacuum field state on the Fock subspace \(\mathcal{F}_t\) associated with \([0, t]\). In general, the actual state \(\rho_t\) is not known precisely and may differ from \(\hat{\rho}_t\), with both acting on the subspace \(\mathcal{S}_t := \mathcal{S}_0 \otimes \mathcal{F}_t\) (37) of the Hilbert space \(\mathcal{S}_t\) in (24). This deviation from the nominal quantum state can be described by the quantum relative entropy [31], [32]
\[
D(\rho_t \| \hat{\rho}_t) := \text{Tr}(\rho_t \ln \rho_t - \ln \hat{\rho}_t)) = -H(\rho_t) - \mathcal{E}\ln \rho_t,
\]
where
\[
H(\rho_t) := -\text{Tr}(\rho_t \ln \rho_t) = -\mathcal{E}\ln \rho_t,
\]
is the von Neumann entropy [29] of \(\rho_t\), and the expectation is over the actual state; cf. [56, Eq. (7)]. It is assumed that the supports of the density operators satisfy the inclusion \(\supp \rho_t \subset \supp \hat{\rho}_t\) (as subspaces of \(\mathcal{S}_t\) in (37)). Similarly to its classical counterpart [7], the quantity (38) is always nonnegative and vanishes only if \(\rho_t = \hat{\rho}_t\). Since it is the actual density operator (rather than its nominal model) that determines physically meaningful statistical properties of quantum variables, the discrepancy between \(\rho_t\) and \(\hat{\rho}_t\) can be interpreted as a quantum statistical uncertainty. The corresponding class of uncertain system-field quantum states \(\rho_t\) can be represented as
\[
\mathcal{R}_{t, \varepsilon} := \{ \rho_t : D(\rho_t \| \hat{\rho}_t) \leq \varepsilon t \},
\]
where \(\varepsilon\) is a given nonnegative parameter which bounds the quantum relative entropy growth rate in (38). In particular, the case \(\varepsilon = 0\) corresponds to the absence of uncertainty when the set in (39) is a singleton consisting of the nominal state: \(\mathcal{R}_{t, 0} = \{ \hat{\rho}_t \}\). At the other extreme, for large values of \(\varepsilon\), some elements \(\rho_t \in \mathcal{R}_{t, \varepsilon}\) of the uncertainty class can lead to substantially higher values of the cost functionals than those predicted by the nominal model. In application to the quadratic functional of the system variables in (9), the following theorem relates the worst-case value of the corresponding quadratic cost to the QEF.

\[
\mathcal{E}_\theta(t) := \mathcal{E}e^{\theta \phi(t)} = \text{Tr}(\hat{\rho}_te^{\theta \phi(t)}).
\]

Note that, despite its similarity to (8), the definition (40) employs the expectation \(\mathcal{E}(\cdot)\) over the nominal system-field state \(\hat{\rho}_t\) in (36) which can now be different from the actual state \(\rho_t\).

**Theorem 4:** Suppose the actual system-field state \(\rho_t\) (over the time interval \([0, t]\)) belongs to the uncertainty class \(\mathcal{R}_{t, \varepsilon}\) in (39) for all \(t \geq 0\). Then, for any given \(\varepsilon \geq 0\), the growth rate for the worst-case value of the quadratic cost \(\phi(t)\) in (9) admits an upper bound
\[
\lim_{t \to +\infty} \frac{1}{t} \sup_{\mathcal{R}_{t, \varepsilon}} \mathcal{E}(\phi(t)) \leq \inf_{\theta > 0} \frac{\varepsilon + \gamma(\theta)}{\theta}.
\]
Here,
\[
\gamma(\theta) := \lim_{t \to +\infty} \frac{1}{t} \ln \mathcal{E}_\theta(t)
\]
quantifies the upper growth rate for the nominal QEF in (40).
The proof of Theorem 4 is based substantially on [56, Lemma 2.1] and its corollary [56, Eq. (9)] (which employ the Golden-Thompson inequality $\text{Tr}(e^{A+B}) \leq \text{Tr}(e^A e^B)$ for the exponentials of self-adjoint operators [14], [47], see also [31]).

For any given $\varepsilon \geq 0$, the quantity $\frac{1}{\varepsilon} (\varepsilon + \gamma(\theta))$ under minimization in (41) is a convex function of $\theta > 0$, which is ensured by the convexity of each of the functions $\frac{1}{\varepsilon}$ and $\frac{1}{\varepsilon} \gamma(\theta)$. Also, since the right-hand side of (41) is increasing with respect to $\gamma(\theta)$, this inequality remains valid if $\gamma(\theta)$ in (42) is replaced with its upper bound. Such estimates for the asymptotic growth rate $\gamma(\theta)$ of the QEF are provided, for example, by [51, Theorem 5] and will be used in the next section.

V. AN UPPER BOUND FOR THE WORST-CASE QUADRATIC COST

We will now consider the OQHO (18)--(23) with a Hurwitz matrix $A$. In the framework of the nominal model of Sections III and IV, when the external fields are in the vacuum state, the stable OQHO has a unique invariant quantum state. This state is Gaussian [34] with zero mean and quantum covariance matrix $P + i\Theta$, where $P$ is the controllability Gramian of the pair $(A, B)$ satisfying the algebraic Lyapunov equation

$$AP + PA^T + BB^T = 0. \quad (43)$$

If the OQHO is initialized at the invariant state $\rho_0$ in (36), then the two-point quantum covariance matrix of the system variables is given by

$$\hat{E}(X(s), X(t)^T) = \Sigma(s-t) + i\Lambda(s-t), \quad s, t \geq 0, \quad (44)$$

where $\hat{E}$ is the expectation over the nominal system-field state as before, and the function

$$\Sigma(\tau) = \begin{cases} e^{\tau P} & \text{if } \tau \geq 0 \\ Pe^{-\tau^T} & \text{if } \tau < 0 \end{cases} \quad (45)$$

is related to the matrix $P$ from (43) in the same fashion as the function $\Lambda$ in (27) is related to the CCR matrix $\Theta$ from (18). Since the matrix $A$ is Hurwitz, the appropriate matrix exponentials in (27) and (45) make $\Sigma(\tau) + i\Lambda(\tau)$ in (44) decay exponentially fast as $\tau \to \infty$. This property is inherited by the corresponding two-point covariance function $Z$ of the auxiliary quantum variables $\zeta_1, \ldots, \zeta_r$ in (11) and (12):

$$\hat{E}(\zeta(s), \zeta(t)^T) = Z(s-t), \quad s, t \geq 0,$$

where

$$Z(\tau) := \sqrt{\Pi}(\Sigma(\tau) + i\Lambda(\tau))\sqrt{\Pi}. \quad (46)$$

The exponential decay of $Z$ at infinity plays an important role in the following theorem, which specifies the robustness estimate of Theorem 4 and is based substantially on [51, Theorems 5 and 6].

**Theorem 5:** Suppose the OQHO (19) has a Hurwitz matrix $A$ in (23), and the nominal system-field state is described by (36), where $\rho_0$ is the invariant Gaussian state with zero mean and the real part $P$ of the quantum covariance matrix found from (43). Then the growth rate for the worst-case value of the quadratic cost in Theorem 4 admits an upper bound

$$\limsup_{t \to +\infty} \left( \frac{1}{t} \sup_{\rho \in \mathcal{H}_r} \mathbb{E} \varphi(t) \right) \leq n\alpha \left( 1 + \sigma + \sqrt{\sigma(2+\sigma)} \right). \quad (47)$$

Here,

$$\sigma := \frac{2\varepsilon}{n\mu}, \quad \alpha := \|\sqrt{\Pi} \sqrt{\Gamma} \| \sqrt{\Gamma^{-1/2}(P + i\Theta)\sqrt{\Pi}}, \quad (48)$$

where $\| \cdot \|$ denotes the operator norm of a matrix, and $(\mu, \Gamma)$ is any pair of a scalar $\mu > 0$ and a real positive definite symmetric matrix $\Gamma$ of order $n$ satisfying the algebraic Lyapunov inequality

$$\gamma + \Gamma A^T \leq -2\mu \Gamma. \quad (49)$$

The inequality (48) is guaranteed to have a positive definite solution $\Gamma$ for any $\mu < -\max\text{Re}\mathcal{E}$, where $\mathcal{E}$ denotes the spectrum of the Hurwitz matrix $A$. A particular choice of such a matrix $\Gamma$ (which can employ the eigenbasis of $A$ in the case of diagonalizability) influences the parameter $\alpha$ in (47) which enters (46) together with $\mu$.

The proof of Theorem 5 employs a specific upper bound for the quantity $\gamma(\theta)$ in (42), and the minimum in the appropriately modified problem on the right-hand side of (41) is achieved at

$$\theta = \frac{\mu}{2\alpha} \left( 1 + \sigma - \sqrt{\sigma(2+\sigma)} \right) \sqrt{\sigma(2+\sigma)}. \quad (50)$$

This relation suggests an “optimal” value for the risk-sensitivity parameter $\theta$ in regard to the guaranteed robust performance bounds (46) for the quadratic cost. The right-hand side of (49) is strictly increasing with respect to the quantum relative entropy rate threshold $\varepsilon \geq 0$ which specifies the quantum statistical uncertainty class (39). The corresponding value $\theta = \theta_0$ vanishes at $\varepsilon = 0$ (when there is no uncertainty) and approaches the limit $\frac{\mu}{4\alpha}$ as $\varepsilon \to +\infty$ (large uncertainties).

VI. CONCLUSION

We have discussed the links between the original risk-sensitive performance criterion for quantum control systems and its recent quadratic-exponential version. The quadratic-exponential cost functional has a bearing on robustness with respect to a class of uncertain quantum states of the system and its environment whose deviation from a nominal state is described in terms of the quantum relative entropy. These relations are similar to the robustness properties of the minimax LQG control for classical systems. In obtaining these results, we have employed algebraic and quantum probabilistic techniques using, in particular, operator square roots and density operator transformations. The findings of the paper may be of use in providing a rational choice of the risk-sensitivity parameter in the context of the entropy-theoretic quantification of statistical uncertainty in the system-environment state.
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